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Nanowire and nanotube transistors for lab-on-a-chip applications
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Implementation of one-dimensional nanostructure-based devices in the lab-on-a-chip framework can

allow us to impart various functionalities such as highly-sensitive sensors to a single chip. However, it is

still extremely difficult to position nanowires or nanotubes on a defined area of solid substrates to build

integrated functional devices. Herein, we review promising strategies for the massive integration of

nanowires/nanotubes on lab-on-a-chip and their practical applications to sensors. The theoretical

understanding and sensor characteristics of nanowire/nanotube-based devices are also discussed.
1.0 Introduction

Recent advances in nanotechnology have enabled chemical or

biological detection with high spatial resolution as well as the

manipulation of individual molecules. For sensor applications,

the size of the sensors compared to that of target molecules is one

of the most important factors determining their detection limit.

For this reason, an ideal building block for sensor fabrication

can be one-dimensional (1D) nanostructures such as nanowires

(NWs) and carbon nanotubes (CNTs) which already have shown

their high sensitivity to chemicals and biomolecules. Combining

these new components to lab-on-a-chip (LoC) formats brightens

the prospect of developing advanced tools for the investigation of

biochemistry and life processes. However, their ultra-miniatured

size produces not only extraordinary performance but also the
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difficulties in handling and positioning the NW/CNT-based

devices on the desired locations of LoCs. As a matter of fact,

a difficulty in the massive positioning of NW/CNT-based devices

has significantly delayed their practical applications for LoCs.

In this review, we will discuss several important issues

regarding NW/CNT-based transistors for LoC applications: (1)

the massive integration methods of NW/CNT-based transistors

for LoC applications, (2) biosensors based on semiconducting

NWs or CNTs, and the possibilities of integrating them with

LoC systems, (3) the theoretical understanding of CNT/NW-

based transistors and sensors.
2.0 Massive integration of nanowire/nanotube
transistors to lab-on-a-chip applications

One of major technological bottlenecks for 1D nanostructure-

based devices for LoC application is a lack of fabrication

methods into massive parallelism. Although tremendous efforts

have been made to solve this problem, NW/CNT-based devices

have not been extensively utilized for LoC applications.

Presumably, it is because the practical mass fabrication method

of these superb materials has not been established yet. In this

section, we will overview several promising mass fabrication

methods of NW/CNT-based devices such as selective and

controlled growth, directed-assembly and printing technologies

of NWs/CNTs for LoC applications.
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2.1 Selective growth strategy

A well-known self-organized growth method for creating NWs

and CNTs is the chemical vapor deposition (CVD) process, while

CNTs were first produced using an arc-discharge evaporation

method by Iijima.1 The earliest and principal growth concepts

always employed the metal catalysts or the epitaxial thin films as

seed particles. In this prevailing 1D nanostructure growth

method, it is apparent that the selective positioning of NW arrays

can be achieved by the preparation of well-ordered catalyst

arrays. For decades, various catalyst patterning techniques have

been proposed to provide controlled arrangements of catalysts,

such as micro-contact printing (MCP),2 photolithography,3

atomic force microscope (AFM) lithography,4 electron-beam

lithography (EBL),5,6 nanosphere lithography,7 nanoimprint

lithography (NIL),7 and other self-assembled templates including

block copolymers and anodic aluminium oxides (AAO).8

Such representative examples are shown in Fig. 1. Fig. 1 (a)

shows the single-walled carbon nanotube (SWNT) channel array

grown on a predesigned catalyst patterns by the MCP method.9

In this case, a liquid phase catalyst precursor film was transferred
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onto the top of the poly-Si substrate by contact printing using

a polydimethylsiloxane (PDMS) elastomeric stamp, and then

electric fields have been exploited to align CNTs into desired

direction during the growth process.2

One growth framework compatible with current Si industry is

the method using photolithography for patterning catalysts.

Fig. 1 (b) shows the SEM image of the perfectly aligned array of

CNTs grown from the lithographically-patterned catalysts on

quartz substrates.3 This technique has been utilized to demon-

strate the use of dense and aligned CNT arrays as an effective

thin-film semiconducting materials suitable for integration of

transistors and other electronic devices.

EBL and metal lift-off methods also can be utilized to pattern

the periodic array of catalysts on substrates.5,6 In Fig. 1(c), InP

NW arrays were grown from the patterned gold particles using

the metal–organic vapor phase epitaxy (MOVPE) method. The

lithographic patterning strategy of the catalysts allows massive

control over individual NWs.

Fig. 1 (d) shows the use of NIL to define the array of catalysts.

Subsequently, the growth of vertically aligned InP NWs was

accomplished by the MOVPE technique. Compared to EBL
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Fig. 1 (a) SEM image of suspended SWNTs grown from MCP

patterned catalyst under an electric field. The spacing between the outer

poly-Si electrodes is 40 mm. (b) SEM image of a pattern of aligned

SWNTs formed by CVD growth on a quartz substrate. The bright

horizontal stripes correspond to the regions of iron catalyst patterned by

photolithography. The inset provides a magnified view. (c) SEM image of

a high-density array of InP (111) NWs on Au catalyst patterned substrate

by e-beam lithography. (d) Tilted SEM image of NIL-defined InP

nanowire arrays as obtained after growth. Inset shows a top view, dis-

playing the high perfection and uniformity of the arrays. Image (a)

adapted from Ref. 2, (b) from Ref. 3, (c) from Ref. 5, and (d) from Ref. 7.
method, NIL method has many advantages such as producing

patterns at a considerably lower cost and with a higher

throughput.
Fig. 2 (a) Illustration of the dielectrophoresis experimental setup,

showing microelectrodes wired to an ac field (left). Inset shows Rayleigh

scattered light from the dielectrophoretically deposited CNTs. SEM

image of DNA-coated hybrid device array driven by dielectrophoresis

(right). (b) Schematic diagram of fluidic channel structures for flow

assembly. (c) Schematic diagram of Langmuir–Blodgett technique (left).

SEM image of hierarchically patterned 10 mm � 10 mm parallel NW

arrays (right). Scale bar is 25 mm. Inset shows large area dark-field optical

micrograph of patterned parallel NW arrays. The inset scale bar is 100

mm. (d) Schematic of magnetic field assembly. (e) Schematic diagram of

surface-programmed assembly (left). Topography (30 mm� 30 mm) of an

array of individual SWNTs (right). Inset shows AFM image of a single

SWNT. (f) Schematic diagram of bio-recognition directed assembly. (g)

Schematic diagram of the preparation method of amine-functionalized Si

NW suspensions and assembly method. Image (a) adapted from Ref. 19

and 21, (b) from Ref. 22, (c) from Ref. 25, and (d) from Ref. 27, (e)

adapted from Ref. 29, (f) from Ref. 35, (g) from Ref. 38.
2.2 Directed-assembly strategy

Even though selective growth method allows one to position

high-purity NWs or CNTs on desired locations, it is somewhat

problematic to mass-produce NWs on a large-scale with desired

locations. Furthermore, some of NWs can be only mass-

produced by the solution-phase synthesis. Compared to the

vapor-phase growth method, solution-phase synthesis has

various advantages such as inexpensive instruments, rather low

temperatures, and convenience in compound alteration. These

advantages allow it to be very promising for the large-scale

synthesis of NWs. Solution-based chemical synthesis has

different synthetic frameworks based on controlled precipitation

from homogeneous solutions such as hydrothermal/sol-

vothermal process,10 solution–liquid–solid (SLS) process,11,12

solution-phase method based on capping reagents,13–15 and low-

temperature aqueous-solution process.16,17 Somehow, to build

these 1D nanostructures into practical applications on LoCs, the

NWs in a solution must be assembled onto the specific locations

on the substrate with accurate direction. This section will focus

on the directed-assembly strategy of pre-grown NWs and CNTs.

a. Assembly methods based on external guiding forces. With

the support from guiding forces, various directed-assembly

techniques have been developed to build massive NW array on
This journal is ª The Royal Society of Chemistry 2009
the chip using pre-grown 1D nanostructure solutions. One

example is the dielectrophoresis method which utilizes electric

field to position NWs due to their highly anisotropic structures

and large polarization (Fig. 2 (a)). Smith and colleagues

demonstrated the e-field assisted assembly of metallic NWs,18

and Krupke et al. applied it for separation and assembly of CNTs

(Fig. 2(a) left).19 Here, the polarization of the NWs in alternating

electric field resulted in attracting or repelling forces depending

on applied voltages and AC frequency. Recent work also shows

the assembly of individual NWs into parallel and crossed

arrays,20 which proved the dielectrophoresis method suitable for

organizing individual NWs with good directional and spatial

controls. Lately, Mayer et al. demonstrated DNA-coated hybrid
Lab Chip, 2009, 9, 2267–2280 | 2269



NW device arrays using the dielectrophoresis strategy (Fig. 2(a)

right).21

A physical fluidic-flow can be utilized to align NWs and CNTs

as a guiding force (Fig. 2(b)).22 In brief, they assembled arrays of

NWs by passing suspensions of the NWs through fluidic channel

structures formed between a PDMS structure and a flat substrate

(Fig. 2b). Parallel and crossed arrays of NWs have been also

fabricated using crossed flows.

One method for the assembly of anisotropic building blocks is

the Langmuir–Blodgett (L–B) technique (Fig. 2(c)).23–25 In this

method, the NW suspension was spread on the water surface.

The NW surface layer was then compressed slowly to closely

pack in confined surface area. At proper stages of compression,

the aligned NW packs at the water–air interface were transferred

carefully onto desired substrates or donor substrates for the next

building steps such as a layer-by-layer process.25

The other method is a magnetic force-driven self-assembly

process.26,27 It employs a magnetic field to align and position

magnetic NWs such as nickel, cobalt, and permalloy (Fig. 2(d)).27

Tanase et al. demonstrated that magnetic NWs in liquid

suspension can be manipulated and assembled on substrates

using a combination of external and locally applied magnetic

fields.26 In this work, Ni NWs were assembled and aligned on top

of predefined ferromagnetic electrodes under the high magnetic

field. In recent works, cross junction and T-shape junction of

NW networks were also demonstrated using sequential magnetic

field operations.27

b. Assembly methods based on internal interactions. Concur-

rently with assembly techniques guided by external forces,

internal molecular forces have been also utilized in directed-

assembly process. In case of SWNT assembly, chemically

modified substrates were utilized to induce internal interaction of

selective assembly, and it was recently named as a ‘‘surface-

programmed assembly’’ (SPA) method.28–32 In this process, self-

assembled monolayer (SAM) patterns were prepared on solid

substrate via various methods such as MCP,9 DPN33,34 and also

photolithography.30,31 The SAM patterns were used to direct the

adsorption and alignment of NWs on solid substrates in the

suspensions. Using this strategy, various nanostructures

including V2O5 NWs,30 CNTs,29,30,32 and Si NWs38 were

successfully assembled on solid substrates with high precision

(Fig. 2(e)). In this work, the substrates were first functionalized

with SAM molecules to create surface charge or polarization,

while covering counter-region as non-polar molecules. For CNT

assembly on SiO2 substrate,30 bare SiO2 and octadecyltri-

chlorosilane (OTS) were utilized as polar and non-polar SAM

regions, respectively. When the substrate was placed in the

solution of CNTs, the CNTs were attracted to polar regions due

to van der Waals-type interactions. It can be also applied to the

assembly of other NWs with different charges. Since the adsor-

bed NWs/CNTs form stable structures, one can continue addi-

tional microfabrication steps to fabricate functional devices such

as field effect transistors (FETs) on a chip.

Bio-recognition directed assembly is also an attractive method

to position nanostructures into functional devices because of

their highly specific nature offered by biomolecules such as

proteins35,36 and deoxyribonucleic acid (DNA).37 Salem et al.

applied the receptor-mediated assembly method to assemble
2270 | Lab Chip, 2009, 9, 2267–2280
a large number of multicomponent NWs (Fig. 2 (f)).35 They

anchored two segment Au/Ni NWs to desired location on the

substrate using the biotin–avidin linkage, which is one of the

well-known biological interactions with stability over a wide pH

range. More importantly, these biological linking systems can be

also a means for biological applications in LoC.

Some NWs such as Si NWs are quite difficult to disperse into

solution with controlled surface functionalities due to their

inherent properties or contaminations during multiple process-

ing steps. Recently, Heo et al. reported a simple but efficient

method for dispersing Si NWs in solution and also assembling

them into virtually general shape patterns (Fig. 2 (g)).38 In this

method, Si NWs grown by CVD method were modified with 3-

aminopropyltriethoxysilane (APTES) SAM to prepare well

dispersed aqueous solution of Si NWs. Then, the SPA method

has been utilized for the selective assembly of functionalized Si

NWs (Fig. 2 (e)). In this case, Si NWs were adsorbed onto

negatively-charged surface regions such as bare SiO2 surfaces or

SAM patterns terminated with carboxyl groups. The APTES

coating as well as native oxide layer on the assembled Si NWs

could be removed by a wet etching process to achieve intimate

contacts with the electrodes or alter the chemical functionalities.
2.3 Printing strategy

Although the selective growth and assembly strategies have

clearly shown the possibility for the practical applications, the

assembly of NWs and CNTs on soft substrates including plastic

substrate requires a new paradigm and excluded any processes

including high temperature or reactive chemical treatment steps.

Here, we will review the recent developments of the printing

technologies to deliver NWs and CNTs to specific locations of

soft substrates.

One of the most powerful tools for moving NWs to soft

materials is the dry transfer printing method which was first

developed by Roger’s group. This method has been extensively

utilized for transporting nanostructures39–41 and CNT networks42

on flexible substrate (Fig. 3 (a)). In this method, elastomeric

stamps are utilized to peel off the patterned nanostructures from

the donor substrate and then to transfer them onto the receiving

substrate. Various techniques have been utilizled to improve the

efficiency of the transfer process. One successful strategy is

relying on viscoelastic properties of elastomeric stamps. In this

case, predesigned nanostructures are first fabricated on solid

substrates using top-down approach, bottom-up growth, self-

assembly or other techniques. Then, an elastomeric stamp makes

a first contact with the donor substrate. Pulling the stamp away

from the donor substrate with sufficiently high peel velocity leads

to adhesion that is strong enough to keep the desired objects

attached on the surface of the stamp. Removing the stamp with

sufficiently low speed causes the objects to adhere preferentially

to the receiving substrate rather than to the stamp. The strength

of adhesion between the stamp and the nanostructure depends on

the peel speed due to the viscoelastic properties of the stamp.41

More facile printing method might be using the MCP process

itself to directly deposit nanostructures.9 Fig. 3 (b) showed

schematic diagram depicting V2O5 NW patterning using the

MCP technique.43 In the work, the solution of V2O5 NWs were

deposited on a PDMS stamp and solvents were blown with N2
This journal is ª The Royal Society of Chemistry 2009



Fig. 3 (a) Schematic diagram of Dry-transfer printing method (left).

Scanning electron microscope image as part of the transferred SWNT

network circuit (right upper). Photograph of a collection of transferred

SWNT transistors and circuits on a thin sheet of plastic (right bottom).

(b) Schematic diagram of microcontact printing. (c) Schematic diagram

of direct contact printing (left). Optical microscope image shows the

array of three-dimensional NW FETs. Inset shows SEM image of Ge/Si

NW array. Image (a) adapted from Ref. 41 and 42, (b) from Ref. 43, (c)

from Ref. 45.
gas. The inked stamp with NWs was directly contacted with the

desired substrate and transferred NWs onto it.

The other facile direct printing method was demonstrated by

Lieber’s group. They achieved wafer-scale assembly of highly

ordered, dense NWs with high uniformity through a simple

contact printing process (Fig. 3 (c)).44 This contact printing

method involves directional sliding of a donor substrate, con-

sisting of densely-grown NWs, on a receiving substrate covered

with a desired resist pattern. During the process, NWs are

effectively adhered to receiving substrate by the van der Waals

interactions between NWs and the receiving substrate. Using this

technique, they also demonstrated three-dimensional multi-

functional electronics based on the layer-by-layer assembly

of NWs.45
3.0 Sensors based on nanowire/nanotube devices

Apart from practical applications, the largest contribution

nanotechnology has made may be the opening of multidisci-

plinary science. Electronic devices, which were not remotely

related with biotechnology before, now combined with biomol-

ecules to provide state of the art diagnostic sensors that can

monitor even a few-disease-related biomolecules.46 Such a union

started to carry weight only when the size of the electronic device

component comparable to that of biomolecules, since the sensi-

tivity can be greatly improved. For example, the diameter of

semiconductor NW is �10 nm, and that of SWNT is �1 nm,

while antibodies or enzymes are around 10 nm big. Apart from
This journal is ª The Royal Society of Chemistry 2009
ultimate sensitivity, massively parallel multiplexing is an another

virtue that nanobiosensors should carry, since multiplexing

enables the diagnosis of multiple diseases at the same time or that

of the complex diseases such as heart diseases or cancer. In that

end, nanoelectronic devices such as semiconductor NW or

SWNT FET can be an ideal candidate for future diagnostic

sensors. Sensitivity can be achieved via high mobility nano-

electronic devices, and massive arrays of nanodevices can be

possible through recent advancement of top-down and bottom-

up fabrication techniques. In this review, we introduce biosen-

sors based on semiconductor NWs and SWNTs, and discuss the

possibilities of integrating them for LoC applications.
3.1 Nanowire FET biosensors

Emergence of nanoFET sensors was only started at 21st century,

after the pioneering work of Cui et al.47 in NW sensors, and

Kong et al. in nanotube sensors.48 In Cui et al.’s work, boron-

doped p-type Si NW device grown by vapor-liquid-solid (VLS)

method was covalently modified with 3-amino-

propyltriethoxysilane (APTES), that can undergo protonation

and deprotonation according to the pH in the medium. Sensing

mechanism was suggested as ‘‘chemically gated transistor’’

bound target molecules can deplete or accumulate charge carriers

in nanostructures. To supply target molecules, a microfluidic

channel made of polydimethylsiloxane (PDMS) was attached on

top of the device as well. After this, numerous biosensors that use

semiconductor NW FETs or SWNTs were demonstrated. Most

of the NW FET sensors are made of Si, though there are sensors

fabricated with In2O3
49 or ZnO NWs as well.50 Preference of Si

NW over other materials can be understood in two respects.

First, due to the high mobility of silicon, it is possible to achieve

highly sensitive sensors, and second, surface chemistry is well

known, as well as doping control in silicon based electronics.

Most of the nanoFET sensors reported are immunosensors

based on antibody–antigen binding. As shown below, Patolsky

et al. modified multiple NW devices with virus-specific antibodies

to yield selective detection of virus particles.51

Authors combined the confocal microscope image with the

electrical measurement to relate the binding of virus particles

with sensor signals. Conductance decreases abruptly when

virions bind with antibody-modified Si nanoFETs, and restores

to its baseline after unbinding, thereby showed the possibility of

highly sensitive (100 virions/ml) virus sensor (Fig. 4).

Assessment of multiple tumor markers has been achieved by

Zheng et al.,52 using Si NW devices modified with monoclonal

antibodies (mAb) specific to prostate specific antigen (PSA),

carcinoembryonic antigen (CEA) and mucin-1. Through multi-

plexing, one may expect to get more information necessary for

diagnose complex diseases like cancer, and due to the high

sensitivity (�fM detection limit), diagnosis can be made at the

very early stage of disease. Also, authors showed that surface

charges of target molecules are indeed responsible for observed

change of conductance upon target binding, by employing p-type

and n-type nanoFET at the same time. With the same target,

while p-nanoFET showed increase of conductance, n-nanoFET

showed decrease of conductance due to the electron depletion by

target binding. False signals coming from non-specific binding

can be eliminated by this method as well.
Lab Chip, 2009, 9, 2267–2280 | 2271



Fig. 4 Schematic diagram of the nanotube virus sensor (left), real-time

electrical measurement from device (top right), and confocal laser

microscope image of the device with dye-labelled virions (bottom right).

Images adapted from Ref. 51.

Fig. 5 Si nanowire device fabricated by top-down approach. (a) Sche-

matic diagram of the device. (b) SEM image of such device. (c) Optical

micrograph. (d) Electrical characteristics of the device. Red arrow points

in the direction of the applied negative gate voltages (p-type FET).

Images adapted from Ref. 53.
Until recently, Si nanoFETs fabricated via bottom-up

approach showed superior sensing performance compared with

nanoFETs fabricated with top-down method. Synthesized NWs

are single crystalline without any defect, and thanks to the recent

advances in self-assembly (in chapter 1), massive bottom-up

arrays based on synthesized NWs are possible. On the other

hand, top-down fabricated nanoFETs can offer uniformity of

devices, and large scale production is possible through already

established CMOS fabrication process.

The disadvantage of top-down NW FET, having defects due

to the dry etching process, was resolved by Stern et al.53 Stern

et al. succeeded to fabricate silicon NWs without mobility

degradation by top-down approach, using ultra-thin silicon on

insulator (SOI) wafers (Fig. 5). High performance Si NWs

thinner than the lithographically defined pattern could be

obtained through the anisotropic etching of Si using tetrame-

thylammonium hydroxide (TMAH). Fabrication of defect-free

Si nanostructures using SOI wafers and TMAH was introduced

by Menard et al. some years earlier.54 Si nanostructures

produced by this method can be transferred to another (flexible)

substrates by contact printing or solution casting, and thin film

transistors fabricated with Si nanostructures show mobilities as

high as 180 cm2/Vs on plastic substrates.

In the work of Stern et al., bare NW FETs show logarithmic

dependence of conductance with pH variation due to the

protonation and deprotonation of surface oxide, and the greater

sensitivity could be achieved with smaller diameter NW devices.

To demonstrate the monitoring of specific binding of target with

receptors, authors immobilized receptor molecules by using dec-

9-enyl-carbamic acid tert-butyl ester, since this molecule has been

shown to confer amine functionality directly to silicon. Since it

has been shown that sensitivity decreases as surface modification

layer for receptor immobilization increases,52 it could be a good

alternative to immobilize receptors directly on silicon surface

instead of oxide surface. Highly sensitive biomolecule detection

was demonstrated using a biotin–streptavidin pair, as well as
2272 | Lab Chip, 2009, 9, 2267–2280
antibody-triggered immune response from T cells. Sensors show

sub-100 fM specific, label-free detection, and this approach is

also meaningful in a sense that one can get highly sensitive

sensors that can be integrated with CMOS technology.

Apart from immunosensors, varieties of biological contents

could be screened using NW FET sensors. DNA sensors based

on peptide nucleic acid (PNA) immobilized NW devices were

demonstrated,55 and interaction between small-molecules and

protein could be monitored by using Si NW sensors as well.56

Miniaturized device arrays that can directly monitor small-

molecule–protein interaction could be valuable for pharmaceu-

tical industry, since the interaction between small molecules and

proteins or cell can lead to new drug discovery and screening.
3.2 Nanotube FET biosensors

In 1998, Tans et al. showed that a SWNT can be built as a single

molecule transistor.57 Since then, research efforts were focused

on developing high performance nanotube devices including

transistors, diode, logic gates and sensors. Mobility of SWNTs

are much higher than that of silicon, and ballistic transport in

SWNTs make them even more attractive for sensor applica-

tions.58 Indeed, SWNT devices show extreme sensitivity toward

NO2 and NH3 gases,48 and the first generation nanotube sensors

are already on the market.59 Nanotube sensors reported to date

can be divided into two categories. In the first category, devices

contain only one or small number of semiconducting nanotubes,

and show high mobility as well as on/off ratio. Devices belong to

the second category consists of networks of nanotubes. Such

classification is inevitable since we do not have synthetic methods

to grow nanotubes with uniform chirality. Electronic properties

of SWNTs depend on chiral angle how graphene sheets rolled

into a cylinder, and there is no concrete method to control

chirality developed yet. Therefore, yield of the devices in the first

category is rather low, or one needs chemical60 or electrical
This journal is ª The Royal Society of Chemistry 2009



sorting61 to ensure single semiconducting behavior. On the other

hand, mass production of network SWNT devices are possible,

at the cost of mobility. Recently, large scale separation methods

such as sedimentation62 and chemical treatment63 are being

developed, for network devices with better quality.

As in the case of NW sensors, immunosensors based on

SWNT-FETs were successfully demonstrated. For sensor oper-

ation, receptor antibodies can be coupled on the sidewalls of

SWNTs via simple non-specific adsorption, non-covalent

binding or covalent immobilization. Receptors with histidine or

tryptophan residues were shown to have specific affinity toward

SWNTs by phage display technique,64 therefore could be directly

incorporated on the nanotube surface without the aid of linking

molecules. In most cases, however, covalent linkers that bind

with the carboxyl groups in acid-treated SWNTs65 or non-

covalent linkers that can adsorb on SWNTs and bind with

biomolecules via covalent binding were used for biosensors.

Non-covalent binding linkers may preserve electronic properties

of SWNTs, and non-covalent binding linkers were successfully

used for detection of biotin–streptavidin binding,66 autoimmune

diseases,67 and cancer marker detection.68 There have been

debates regarding the sensing mechanism of SWNT-FETs, since

SWNTs function as a Schottky transistor (Fig. 6).69 At the

current stage, both Schottky barrier modulation and field effects

are believed to play a role in nanotube sensors.70 In that pros-

pects, SWNT-FETs that utilize their contact electrodes as

effective sensing surface have been shown as well. Tang et al.71

and Gui et al.72 showed label-free DNA sensors based on SWNT-

metal barrier modulation. On the other hand, Byon and Choi

decorated the SWNT surfaces with metallic nanoparticles to

increase the Schottky junction area, and thereby improve the

sensitivity.73 They report a 104 times increase in sensitivity (10

nM to 1 pM).
Fig. 6 Schematic diagram of the experiments that show effective sensing

areas in nanotube sensors. Images adapted from Ref. 69.
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Still, the role of contact-Schottky barrier in nanotube network

devices requires more systematic study, since contact barrier

effect in nanotube network devices is expected to be smaller than

that of single nanotube device due to the presence of multiple

tube junctions.
3.3 Progresses and limitations of nanoFET biosensors

In this chapter, we introduced biosensors based on nanotube or

NW FETs. Although extreme sensitivity and multiplexing may be

achievable with those sensors, there are other problems that need

to be overcome. In principle, nanoFET sensors are label-free since

they recognize the change of electric field induced by biomolecules

binding. However, such recognition is not feasible in physiolog-

ical conditions due to the screening effect from surrounding

ions.74 Most of the nanoFET sensors reported function in low-

ionic environment, and body fluids normally used for diagnostics

(blood, urine, saliva, sweats) contains large amount of salts. To

circumvent this problem, researchers suggested to use a smaller

recognition element so that binding event can happen nearer to

the sensor surface, where screening by surrounding ions is less

effective. So et al. employed aptamers as molecular recognition

elements,75 and Maehashi et al. showed that indeed one can get

more freedom with aptamers.76 Also, fragment antibodies play

a similar role in nanoFET sensors (Fig. 7).77

Another obstacle in nanoFET sensors can be the tiny sensing

area. As pointed out by Squires et al.,78 most nanosensors

concentrate on binding kinetics of target molecules, but care only

little about how target transported to the sensor surface.

Considering that a solution with femtomolar target concentra-

tion has only one molecule in 1 nanolitre volume (100 mm � 100

mm � 100 mm),78 it is difficult to expect target molecules to arrive

at the sensor surface by simple diffusion. If we model NW sensor

as a strip that is 10 nm wide and 2 mm long, and placed in

a microchannel with 100 mm wide and 100 mm tall, one molecule

in every 210 min can bind with NW sensor (for a microsensor 50

mm wide and 100 mm long, one molecule in every 6�7 s will bind)

in 10 fM target solution (Fig. 8). Certainly, this simple model

cannot explain the actual situation, but would be useful for

designing sensors. One way to break such a ‘‘speed limit’’ could

be parallel NW sensors. Recently, So et al. demonstrated sensing

of Escherichia coli (E. coli) using arrays of aptamer-immobilized

SWNT-FETs. Instead of a single SWNT-FET, arrays of SWNT-

FETs combined with statistical methods were used for the

detection of E. coli to improve sensitivity.79
Fig. 7 Size comparison between molecular recognition elements.

Lab Chip, 2009, 9, 2267–2280 | 2273



Fig. 8 Steady-state depletion zone in nanowire sensors. Images adapted

from Ref. 78.
Or, as suggested by the authors, electrostatics,80 removing

depletion layers by mixing,81 or supply concentrated target

solutions to the sensor surface82,83 can be used to accelerate

binding. In that sense, fusing microfluidic channels with specific

functions is not just desirable, but becoming a necessity for

practical applications of nanoFET sensors.
4.0 Device and sensor characteristics of nanowire/
nanotube transistors

Since the invention of the integrated circuit, the number of

transistors on a given area of an integrated circuit has doubled

every 18 to 24 months for the last half century as Moore’s law

indicated.84 It would be, however, within a few years that such

a trend will stop in current top-down Si-based technology due to

serious obstacles.

Some of the most important issues in the further reduction of

the dimensions of transistors through the current top-down

approach are whether their electronic characteristics remain

unchanged and whether their geometries and functionalities

are stable or reliable within their required lifetime. Such

issues include increased off-current, increased current density,

hot electrons, leakage current, carrier velocity saturation, and

so on.85

After the discovery of CNTs in 1991,1 it has been shown that

they can be used as electronic devices such as field effect tran-

sistors.57,58,86,87 Other semiconducting NWs including Si NWs

have also been discovered or synthesized and investigated for

their transistor behaviours.88–92 Use of NWs including CNTs to

build new electronic devices is being regarded as a potential

breakthrough to overcome the scaling issues. These successful

demonstrations raised an expectation that these NTs and NWs

would be fundamental building blocks of future nanoelectronics

replacing current bulk Si- or MOSFET-based traditional elec-

tronics, and thus the trend of Moore’s law would continue for

another decade or two at least.
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In this section, we will briefly describe the theoretical

understanding of the device and sensor characteristics of

NT/NW based transistors, especially focusing on network-based

transistors.
4.1 Basic theoretical understanding of nanowire/nanotube

transistors

The minimum conductance of metallic CNTs is expected to be 2

G0, where G0 ¼ 2e2/h z (12.9 kU)�1 is the quantum conduc-

tance,93–95 according to the scattering theory.96 While the de-

localization of the wave function along the tube axis was

observed experimentally more than a decade ago,86,97 the

conductance quantization for SWNTs was recently revealed.98 It

is believed that electrons propagate without inelastic scattering in

perfect single nanotubes meaning that conductance is ballistic in

nature. Conductance measurements of multi-wall carbon nano-

tubes raised a significant controversy due to the observation of

unexpected conductance values in apparent disagreement with

theoretical predictions.99 In these experiments, multi-wall carbon

nanotubes, when brought into contact with liquid mercury,

exhibit not only even, but also odd multiples of the conductance

quantum G0. An even bigger surprise was the observation of non-

integer quantum conductance values, such as G z 0.5 G0.99

A theoretical study showed that different characters of incident

p*- and p-band electrons may be responsible for reducing the

conductance from 2 G0 to 1 G0.100 Another theoretical study

explained through the quantum conductance calculations that

the quantum conductance reduction to 1 G0 and further to 0.5 G0

is due to the inter-wall interactions that not only block some

of the quantum conductance channels, but also redistribute

the current nonuniformly over individual tubes across the

structure.101

There are several computational or modeling studies on

ballistic CNT FETs or related molecular transistors. The char-

acteristics of CNT FETs would be quite different from conven-

tional transistors.102,103 Quantum transport calculations showed

that CNT transistors can operate as ballistic FETs with excellent

characteristics even when scaled to 10 nm dimensions. It was also

shown that an electrostatically defined quantum dot causes

resonant tunnelling due to channel inversion at larger gate

voltages resulting in a gated resonant-tunnelling device, with

negative differential resistance at a tunable threshold.102

The gate voltage dependence of the device conductance at low

source–drain voltage is examined as follows. For a given gate

voltage, the zero-bias conductance is obtained from104

G ¼ 4e 2

h

ð
PðEÞ

�
� vf ðEÞ

vE

�
dE

where e and h are the electronic charge and Plank constant, E is

the energy relative to the Fermi level, and f(E) is the Fermi–Dirac

distribution function. To calculate the electron transmission

probability P(E) across the device at energy E, leads are modeled

with semi-infinite metals, such as Au, Pd, and a CNT is done as

an overlap junction attached to metal leads. Within this model,

the junction becomes a finite scattering region, and semi-infinite

metals become the external leads attached to the scattering

region. Within the scattering region, the full self-consistent

potential V(z) is used, while the potentials in the leads are taken
This journal is ª The Royal Society of Chemistry 2009



Fig. 9 (a) Conductance of the nanotube device at low bias. The solid line

includes Coulomb-blockade effects, while the dashed line is the result of

a standard self-consistent calculation. In the regions I and II, the device

exhibits high and zero conductances, respectively, corresponding to the

‘‘on’’ and ‘‘off’’ states of a FET, whereas in III, resonant conductance due

to an electrostatically defined quantum dot. (b) Current as a function of

drain voltage in the region I (VG¼�2 V) described in (a). The solid line is

a numerical result for the high transmission model. The dotted line is

current in the limit of perfect transmission across the device, for

comparison. (c) IDS vs. VDS curves for Si NW FETs with four different

channel orientations, [100], [110], [111] and [112]. The gate length is L¼ 8

nm, the oxide thickness is 1 nm and the supplied voltage (VDD) is 0.4 V.

The wire diameter is 3 nm, which offers a good gate control at L ¼ 8 nm

as well as an acceptable device–device variation. (d) Comparison between

Si and Ge NW FETs with the optimum wire orientation, [110]. Images (a)

and (b) adapted from Ref. 102, (c) and (d) from Ref. 108.
as a constant equal to the potentials at the boundaries of the

scattering region.105,106

Fig. 9 (a) and (b) show the I-VG and the I-VDS characteristics

of such a unique transistor, respectively. In region III, especially,

there exists a ‘‘resonant’’ peak, which can be understood in terms

of the band diagram of the device. With increasing VG, the bands

in the channel are pulled down in energy, and thus near VG in the

region III, conduction band states fall into the band gap resulting

in the quantum confinement defining a quantum dot with

localized states.102 Similar to conventional transistors, current

through CNT devices saturates with increasing drain voltage as

shown in Fig. 9 (b). For a single CNT device, the current is

limited mostly by the finite number of available carriers in the

leads, whereas for conventional devices as well as for other

multiple CNT devices including network devices, the saturation

is due to ‘‘pinch-off’’ and/or velocity saturation, which depends

on device designs, contact properties, and bias conditions.

Using a semiclassical method, it was shown that the ballistic

limit performance of CNT FETs is better than that of ballistic

silicon MOSFETs.107 Moreover, it is reported that their complex

band structure may be of importance to determine the

subthreshold characteristics of ballistic Si and Ge NW FETs108 as

well as CNT FETs.109 When its effective mass m* is large (m* >

0.15me), a NW FET operates close to the charge-control limit

and the ‘‘on’’ current increases with decreasing m*. Fig. 9 (c)

displays this for n-doped Si NW FETs (nFETs) with four

different channel orientations, [100], [110], [111] and [112], where
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the order of the ‘‘on’’ current magnitudes is exactly the inverse of

the order of m*. When m* is relatively small (m* < 0.15me), it

operates near the quantum-capacitance-limit and the ‘‘on’’

current is insensitive to m* but increases with band degeneracy, as

shown for Si pFETs in Fig. 9 (d).108 In addition, high-bias

transport in single Schottky-barrier contacted semiconducting

SWNTs was investigated experimentally to know the electric-

field dependence of the carrier velocity by considering four

different models: ballistic, current saturation, velocity satura-

tion, and constant mobility.110 Based on this investigation, the

experimental data show the best agreement with the velocity-

saturation model with the saturation velocity of 2 � 107 cm/s.110

Although the ballistic characteristic of such FETs is important

and interesting for future ballistic device development, it can be

observable only in devices with a small channel (smaller than its

electronic mean free path) such as single (and short) nanowire

devices. In practice, most devices including nanotube network

devices described in this review, show little ballistic behaviors.
4.2 Understanding sensor operation

Since it was shown that NWs and NTs can be used as FETs, it is

natural that they should be used as sensing devices. Indeed they

were used to detect various gas molecules.48,111 Although there

are a great deal of issues that should be resolved before such NW-

and NT-based sensors replace conventional sensors, they have

a variety of advantages over conventional gas, chemical or bio-

logical sensors due to larger surface areas resulting in higher

sensitivity, smaller size, and lower power consumption, just to

name a few. In tandem with experimental tests, there have been

various modeling studies in order to understand fundamental

sensing mechanisms, which helps experimental research develop

further.

NT- and NW-based sensors have been used with a variety of

purposes and operated in different ways, such as gas, chemical,

biological, strain, stress, pressure, mass, flow, thermal, and

optical sensors. Among these, most sensors have been developed

based on the modulation of their electronic properties in the

presence of target objects (gas, chemical, biological molecules,

etc.), since the adsorbates on their large surface can easily alter

their ‘‘surface’’ electronic states and thus their electronic prop-

erties. For such sensing devices, several sensing mechanisms were

proposed. One of which suggests that the change in the work

function of metal electrodes due to adsorption of external agents,

whereas another proposed that charge transfer between external

agents and NW FETs would change their electronic character-

istics. It was naturally assumed that such modulation was orig-

inated by doping due to the charge transfer between adsorbates

and NWs. For example, p-type CNT FETs were used to detect

NO2 and NH3, in the presence of which the conductance

increases and decreases, respectively.48

A number of experimental results have been successfully

explained by this doping mechanism.48,111-115 There were some

other cases that do not fit into the doping explanation.116 Instead

such cases were explained by the change in the work function of

metal electrodes due to the adsorption of the external agents

resulting in the change in Schottky barrier at the interface. Both

explanations can be applied to the change in the electronic

properties, but they can be experimentally verified. In the latter
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Fig. 10 (a–b) Calculated conductance vs. gate voltage at room temper-

ature, varying (a) the work function of the metal electrode, and (b)

doping of the NT. In (a) the work function of the metal electrode is

changed by�0.2 eV (red dashed),�0.1 eV (orange dashed), 0 eV (green),

+0.1 eV (light blue), and +0.2 eV (blue), from left to right, respectively. In

(b) the doping atomic fraction is n-type 10�3 (red), 5 � 10�4 (orange), and

10�4 (green), and p-type 10�4 (blue dashed), from left to right, respec-

tively. (c–d) The experimentally measured effect of (c) oxygen adsorption

and (d) potassium doping on NT-FETs. In (c) the annealed (n-type) FET

has been exposed to oxygen for 2 min at P ¼ 0 Torr (red), P ¼ 10�4 Torr

(orange), P¼ 5� 10�4 Torr (light green), P¼ 5� 10�3 Torr (dark green),

P ¼ 10�1 Torr (light blue), and in ambient (blue), from left to right

respectively. In (d) the curves from right to left (blue, dark and light

green, light and dark orange, red) correspond to increasing deposited

amounts of potassium. Images adapted from Ref. 117.

Fig. 11 (a) Classification of the different chirality of assembled SWNTs

in channels. (b) Central algorithm of the model.
case, the gate-dependent conductance should be tilted since the

effect of different concentrations of adsorbates is the change of

Schottky barrier. In the former case, the concentration changes

do not alter Schottky barrier, but just change the amount of

charge transfer, or doping quantity, resulting in the shift of the

gate-dependent conductance.117

Fig. 10 shows a series of the conductance vs. gate voltage of

a CNT FET device. Fig. 10 (a) displays varying work functions

of the metal electrode, which will change the Schottky barrier at

the interface. Fig. 10 (b) is the for varying charge transfer to the

CNT, which do not alter the Schottky barrier.117 As seen in the

Fig. 10, the G-VG characteristics show different behaviors for two

cases. The work function difference tilts the conductance by

lowering for one sign of gate voltage and increasing for the

opposite sign. It is also observed that the range of gate voltage

remains almost unchanged (Fig. 10 (a)). For doping, in contrast,

the conductance shift—to negative gate voltages for n-type

doping, and to positive gate voltages for p-type doping. At

a sufficiently high level of doping, a finite conductance is

observed even at zero gate voltage (Fig. 10 (b)). These charac-

teristics of calculated conductance are in very good agreement

with the experimental measurements shown in Fig. 10 (c) and

10 (d).116,117
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4.3 Anomalous behaviors of network-based transistors

For network-based transistors, we will focus only on CNT

networks, which are mixtures of both metallic and semi-

conducting NTs. In this subsection, we describe the electronic

and transport properties of such hybrid nanodevices based on

mixed chirality nanotube networks. There have been several

modeling and experimental studies on CNT/NW ‘‘random’’

network thin film devices made of random percolating nanotubes

or NWs.118–123 In some studies, limiting cases of ballistic and

diffusive regimes were also considered. The former case is hardly

observable in real CNT/NW network devices unless the length of

CNTs/NWs is longer than the very short channel dimension,

which is smaller than the electron mean free path.118

We have developed a methodology for modeling electrical

properties of nanotube composite thin films, and optimizing the

production specifications for yielding the optimal performance

while minimizing the number of defective components. Our

computational approach is to model the device as a random

dispersion of nanotubes. The dispersion can be modeled with

fractal diffusion taking into account the lensing effect of the

substrate template which imposes alignment of the nanotubes at

the channel edges. The dispersion is also represented as a grid of

resistors and nodes. Using Kirchhoff’s laws with measured

and modeled nanotube conductance and nanotube junction

conductance, the electronic properties of individual model

channels can be estimated. A Monte Carlo approach to statisti-

cally characterizing outcomes shows the optimal channel

dimensions and nanotube density for resulting in the most sem-

iconducting devices; and models ensemble statistics of the elec-

trical properties of these thin films.

The main difference of our modeling from other modeling

studies is based on textured channels, within which CNTs are

only deposited implying that CNTs placed at the boundaries of

the channel tend to align along the boundary line.124 Such unique

alignment exhibits unusual electrical characteristics in conduc-

tivity and mobility,124 which are not shown in completely random

network devices.125

Fig. 11 (a) shows a bird’s eye view of a mixed chirality

network. We can regard it as a system of percolating sticks. Here

the red sticks represent metallic nanotubes and the blue sticks

represent semiconducting nanotubes. The overlay shows possible

subregions that would result from such dispersion on a template.

We know from fractal or percolation theories that an infinitely

large network of sticks will percolate at a threshold density of rTh
This journal is ª The Royal Society of Chemistry 2009



Fig. 12 Probability distributions as functions of nanotube density with

selected manufacturing parameters. The black lines represent ‘‘not con-

nected’’ devices; the blue lines the probability of semiconducting devices

at given density, whereas the red ones do for metallic devices.
¼ 4.262/pL2
S or higher. This value is about 0.64 nanotubes in 1

mm2 for a random dispersion of 3 mm nanotubes. Channels are

not infinite in extent, and local regions have three possible

connectivity classes as shown in Fig. 11 (a). The first possibility is

that connectivity is broken, so that the device lacks a conducting

path from electrode to electrode. If all the tubes are semi-

conducting, high densities would solve this problem. But with

mixed chirality, a high density in which the fraction of metallic

tubes will result in a device with metallic properties. For the

infinite extent channel, when the metallic fraction of tubes is 0.64

NTs/mm2, then the device will be metallic. The second possible

outcome is a channel that has a conducting path from electrode

to electrode that consists exclusively of metallic tubes. The

broken connectivity and the metallic connectivity are undesired

outcomes. What industry seeks are techniques for creating

semiconducting channels of nanotube networks. The third

possible outcome is a channel with at least one semiconducting

nanotube along each path of nanotubes connecting the two

electrodes. Thus there are three possible classes of devices: not

connected, metallic, and semiconducting. Our model can be used

to predict the likelihood of each class for a given set of processing

parameters.

The inputs to the model are the channel dimensions, fraction

of metallic nanotubes, and nanotube density. These are the

parameters used to describe a single channel or a single device.

The number of trials for the Monte Carlo statistics is also an

input and specifies the number of such devices that will be

modelled in the simulation. As the model runs it accesses

a database of nanotube properties. The model outputs the

probability distribution functions for each class. A bias voltage

can be specified to model I-Vg curves for individual channels.

The program is modular and the database is flexible and

extensible. Currently, there are nominal properties for nanotube

conductivity operating at room temperatures, in ambient envi-

ronment, and dispersed on a generic substrate. The program is

designed to allow that database to grow and include nanotube

properties including alternative algorithms for the dispersion

statistics (the position and orientation in the channel) that

simulate bundling or other dynamics; and nanotube properties

that are environmentally active to address questions of using the

thin film as a sensor and modelling that sensor performance or

determining when a device might fail; and compare the perfor-

mance of different chirality mixtures on different substrates.

The central algorithm is shown in Fig. 11 (b). First a channel is

modelled by populating it with nanotubes. Internally, the

orientation and classification (defining properties) of each

nanotube is maintained in a list. Next the locations where

nanotubes contact the electrodes and the nanotube junctions in

the channel are found. These locations are used to segment the

nanotubes into resistors and nodes. This equivalent circuit is

analyzed to determine path connectivity and assign a classifica-

tion: broken, metallic, or semiconducting, to the device channel.

The electronic properties are determined by solving the equiva-

lent circuit using WinSpice. Performing this sequence many times

to acquire statistics for probability distribution functions of each

class as a function of density or other manufacturing variable.

The probability distributions as functions of nanotube density

are shown in Fig. 12. The blue line represents the percentage

of semiconducting nanotube networks at each density.
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Manufacturers want a high probability of semiconducting

nanotubes, and processing parameters that are not too sensitive

to variation. For example, the statistics will ideally not change

significantly as the width or length or density changes. Optimally,

the high turnout of semiconducting networks will occur for

a wide range of densities, not within a narrow peak.124

The probability distribution of unconnected networks resem-

bles the Fermi–Dirac distribution function starting with 100%

not connecting, having a nearly linear slope near the 50% not

connecting point, and ending with 100% connecting. In perco-

lation theory, the percolation threshold characterizes the criteria

at which a system will percolate. But this applies generally to

systems that are infinite in extent. It is inconvenient to use

a percolation threshold to characterize systems of percolating

sticks that are directional and finite in extent. A more convenient

metric for characterizing connectivity is the reference point at

which 50% of the channels percolate. When the channel width is

held constant the r0 point occurs at higher densities, as channel

length is increased.

When the channel length is held constant, the r0 point occurs

at lower density as width increases. This result is counter intuitive

at first glance, when considering percolation as a function of

area. But the channel connectivity imposes a directional

connectivity. Consider two channels side by side. The probability

for both being unconnected follows the product rule, thus 75%

will have at least one of the two channels connecting at the single

channel r0 density point. Thus doubling the channel width

substantially increases the number of connecting devices.

The final set in Fig. 12 illustrates the sensitivity to small

changes in chirality mix. Even a small change in the fraction of

metallic content can result in significant more or less metallic

devices.

Our database currently focuses on four resistances for

modelling the equivalent circuit. First, measurements of metallic

SWNT are length dependent and about 4 kU/mm.126 The

conductivity of the semiconducting nanotubes is reported to be

length dependent and dependent on the gate voltage.126–129

Nanotubes have been found to have conductances that vary

inversely as length and proportional to applied voltage: 126

G ¼ mC
0

g(VG � VG0)/L

where Cg is the capacitance per unit length of the tube, Vg0 is the

threshold voltage, m is the mobility, and L is the tube length. Here
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Fig. 13 I-Vg characteristic calculated (left) and experimentally measured

one (right).
an array of values is generated to create an I-V curve, though the

factor of capacitance and mobility can vary significantly.

Nanotube mobilities have been measured from 1,000–10,000

cm2/Vs for CVD tubes, and recently a value as high as 200,000

cm2/Vs has been reported for graphene.129 The electrical

measurements were done on various junctions of crossed nano-

tubes and modelled computationally.130,131 We used a nominal

value of 40 kU but these are highly sensitive to pressure so that

the network might be useful as an electromechanical sensor.

Finally we set the nanotube electrode contacts to 50 kU.

The shape of the resulting I-V curves resemble those found

experimentally. Fig. 13 shows some representative results. We

find similar orders of magnitude difference for semiconducting

and metallic networks, but the capacitance/mobility factor can

change the outcome by orders of magnitude.

We have shown that nanotube networks exhibit excellent

semiconducting properties; and it is possible to produce hybrid

nanodevices from mixed chirality nanotubes. We have developed

a model for estimating the probability of successful and defective

semiconductors resulting from a set of manufacturing parame-

ters. For example, over 90% of devices with 40 � 2 mm2 channel

dimension, of 1/3 metallic content, and r ¼ 4 NTs/mm2 will have

semiconducting properties.

5.0 Conclusions

In summary, NW/CNT-based devices have been a promising new

component for LoC applications because they can add various

new capabilities to LoC systems such as ultra-sensitive and

miniaturized sensors. However, a lack of mass-production

methods has been one of the major hurdles holding back the

practical applications of such devices. We reviewed several

promising strategies to position massive arrays of NWs and

CNTs for practical LoC applications. We also discussed NW and

CNT based biosensors for practical LoC applications. Futher-

more, theoretical understanding of these devices and char-

ateristics of NW/CNT network based FETs were also presented.

Considering recent rapid progress of NW/CNT-based devices

and their fabrication methods, we believe that it can play

a significant role in the future LoC systems such as sensors and

other functional devices.
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